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Design and optimization of on-chip capillary
electrophoresis

We present a systematic, experimentally validated method of designing electrokinetic
injections for on-chip capillary electrophoresis applications. This method can be used
to predict point-wise and charge-coupled device (CCD)-imaged electropherograms
using estimates of species mobilities, diffusivities and initial sample plug parameters.
A simple Taylor dispersion model is used to characterize electrophoretic separations
in terms of resolution and signal-to-noise ratio (SNR). Detection convolutions using
Gaussian and Boxcar detector response functions are used to relate optimal condi-
tions for resolution and signal as a function of relevant system parameters including
electroosmotic mobility, sample injection length, detector length scale, and the
length-to-detector. Analytical solutions show a tradeoff between signal-to-noise ratio
and resolution with respect to dimensionless injection width and length to the detector.
In contrast, there is no tradeoff with respect to the Peclet number as increases in Peclet
number favor both SNR and separation solution (R). We validate our model with quan-
titative epifluorescence visualizations of electrophoretic separation experiments in a
simple cross channel microchip. For the pure advection regime of dispersion, we use
numerical simulations of the transient convective diffusion processes associated with
electrokinetics together with an optimization algorithm to design a voltage control
scheme which produces an injection plug that has minimal advective dispersion. We
also validate this optimal injection scheme using fluorescence visualizations. These
validations show that optimized voltage scheme produces injections with a standard
deviation less than one-fifth of the width of the microchannel.
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1 Introduction

1.1 General aspects

On-chip electrophoresis devices offer key advantages
over more traditional capillary systems including higher
resolution, low sample volume requirements, shorter
analysis times and parallel architecture [1, 2]. As device
dimensions decrease, system throughputs increase, and
automation schemes become more complex, quantita-
tive methods of characterizing and designing electropho-
retic separations are required. In particular, traditional per-
formance criteria based on plate height models [3], as will
be discussed below, do not fully describe the efficiency of
a separation. One approach to analyzing electrophoretic
processes is to perform fully coupled numerical simula-
tions of the partial differential equation governing the
electromigration-convective-diffusion problem of electro-

kinetics. Bier et al. [4] developed a fairly comprehensive
electrophoresis separation system for capillary based
separation systems. Recently, Ermakov et al. [5] and
Patankar and Hu [6] developed computational tools to
analyze the temporal and spatial distribution of ions in
microchip-based electrokinetic separation devices. Such
simulations can provide accurate and detailed informa-
tion concerning the dynamics of particular processes,
but lack a general insight into the problem and do not pro-
vide a broadly applicable, straightforward method of
designing separation systems

In this paper we propose the use of a signal-to-noise ratio
(SNR) model and a nondimensional separation resolution
(R) as the criteria for characterizing the efficiency of
separations and for systematic design of separation
experiments. Use of SNR as a separation efficiency criter-
ion is especially appropriate for microscale devices where
small optical path lengths lead to decrease in the sensitiv-
ity of detectors and separations can often be SNR limited.
To develop a simple design methodology applicable
across a wide range of Peclet numbers (see next section),
we use an analytical model based on Taylor dispersion
equation for sample concentration distribution and var-
ious detector response functions. Also, for the case of
very high advective-to-diffusive flux ratios (i.e., high Pec-
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let number separations) we present a three-step injection
scheme which achieves an injection sample plug of mini-
mal advective dispersion and can be used to achieve very
short sample plugs using a simple cross microchip.

1.2 Theory

In this section, we present a brief discussion of the merits
and limitations of several criteria used for characterizing
electrophoretic separations. We then use the convec-
tion-diffusion equation to describe the concentration dis-
tribution of sample ions for various dispersion regimes
relevant to on-chip electrophoresis systems.

1.2.1 Performance indices

A schematic of a simple microchip separation system is
shown in Fig. 1. The figure summarizes relevant length
scales of the problem including the channel hydraulic dia-
meter, w, the separation length, Ld, the characteristic ana-
lyte band width, �, and the shortest separation distance
between sample peaks, �L. The analyte band width, �,
here is defined as the standard deviation of the width-
integrated concentration distribution of the analyte band.
We consider both cross-injections and double-T injection
systems for finite and zero values of the stagger length, h.
The stagger is approximately the length of the injection
plug. E is the applied electric field. Frequently used
separation indices include separation resolution, peak
capacity, plate height and number of theoretical plates.
This section presents a short summary of these indices
as an explanation of the figures of merit chosen in this
paper.

Figure 1. Schematic of a microchip-based electropho-
retic separations system. Important length scales to char-
acterize separation performance include the length-to-
detector, sample injection width, detector width, sample
variance, and distance between the two most closely
spaced analyte peaks. Typically, electroosmotic flow is
higher than the analyte mobilities and a single detector
downstream can be used to detect positive, negative,
and neutral analytes.

Resolution can be defined as the ratio of the distance be-
tween sample peaks and the standard deviation of the
sample zones (see Fig. 2):

R = �L/� (1)

For a separation system with three or more sample ions,
an overall separation resolution can be defined as the
resolution achieved for the two analytes which are most
difficult to separate (small mobility difference and/or large
diffusion coefficient). For a conservative estimate of the
resolution, the larger of the two analyte band standard
deviations should be used [7]. This definition of the reso-
lution describes the degree to which the two most chal-
lenging analyte bands have been distinguished and is
probably the most important factor in characterizing the
efficiency of a separation (particularly in systems not lim-
ited by signal-to-noise (SNR)). Various sources of disper-
sion (a.k.a., band broadening) of analyte bands include
molecular diffusion, dispersion due to pressure gradients,
Joule-heating-induced analyte dispersion, initial injection
plug variance, and detector variance [8].

A second important separation criterion is the number of
sample zones per unit length of the separation channel.
This is referred to as the peak capacity of the system [3]
and can be expressed as

nc = Lo/4�R (2)

where Lo is the length of the separation column which
contains nc analyte band peaks. This parameter is partic-
ularly useful for techniques where a spatial, full-field
detection (i.e., a spatial concentration distribution) of
many analyte bands is performed as in the read out of a
two-dimensional electrophoresis/isoelectric focusing gel
slabs [9]. For such detections, peak capacity is propor-
tional to the number of analyte bands that can be resolved
simultaneously in the available space of length scale Lo.
Peak capacity is less useful in systems where a transient
signal is produced from a point-wise detection of bands
as in the case of many on-chip electrophoresis systems.
Consider that, in such a case, using Ld in place of Lo is not
appropriate since the length Ld does not bound a region
of sample peaks as in full-field detection. For example,
replacing using Ld in place of Lo in Eq. (2) yields a term
equal to Ld/4�L which is not descriptive of the number of
analyte bands discerned by a point-wise temporal detec-
tion. In such a case, the value of Ld/4�L is not at all indi-
cative of whether a successful separation (with sufficient
resolution) has been made or how many species can be
detected.

Plate models for electrophoretic separations are used
very frequently for overall system-to-system comparisons
of separation efficiency. Plate models have historically
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been used for describing stage-wise distillation columns
[10]. Two indices relevant to the plate model are plate
height and the number of theoretical plates. Plate height,
H, is defined as

H = �2/Ld (3)

Although there are no physical plates in electrophoresis,
H, characterizes the dispersion incurred by the sample
plug per unit separation length. A derivative term, NTP,
called the number of theoretical plates, can be defined

NTP = (Ld/�)2 (4)

The “efficiency” of separation is typically said to be higher
for systems with higher plate number.

Despite the widespread use of the plate model for char-
acterizing electrophoretic separations, the model has
important fundamental limitations in describing the qual-
ity of a separation. Plate height is not a useful parameter
because it does not communicate whether a successful
separation has been achieved and detected. Plate height
is a dimensional parameter and hence ambiguous for
comparing the relative performance of two different sys-
tems. That is, the plate height of system A, which cannot
resolve a set of analytes can be smaller than that of sys-
tem B; while system B actually resolves all analytes with
higher SNR. Combining Eqs. (1) and (3) to express plate
height as (�L)2/(R2Ld), we see how plate height can be
arbitrarily small or large for a given nondimensional reso-
lution R and various values of the ratio (�L)2/Ld. In turn,
(�L)2/Ld depends on the mobility of the separation chan-
nel walls and the mobility of analyte bands. The definition
of “high plate number” to quantify the performance of a
separation is also arbitrary and thus limits the usefulness
of N as a figure of merit. The application of plate heights to
CE is typically attributed to Giddings [11] who qualifies
the use of plate models as follows: “The concept of
theoretical plates evolved from studies of distillation and
countercurrent distribution, where distinct stages fre-
quently exist . . . Plate models, however, are neither very
appropriate nor very useful in describing the continuous
transport processes of chromatography, field-flow frac-
tionation, electrophoresis, sedimentation, and related
zonal methods.“

Giddings then argues that, although plate height models
“yield little of value” in zonal methods, they do obey
the commonly observed scaling of dispersion which
describes the variance of an analyte band as �2 = HL.
He therefore advocates their use in unifying the compari-
son of widely different separation methods such as CE
and chromatography. However, this type of scaling in
zonal methods is simply a result of the dynamics of dif-
fusive phenomena (where diffusion length scales as the

square root of travel time) and can be fairly generally
incorporated into descriptions of separations using sim-
ple convective diffusion models as we do in this paper.
Plate height models therefore are only artificially intro-
duced into analyses of separation resolution and “effi-
ciency.” By itself, plate height is not descriptive of the
efficacy of a separation of a zonal method.

In this paper, we present an unambiguous description of
separation efficiency using SNR and a simple nondimen-
sional resolution parameter. This model is based on two
key principles governing the success of an electropho-
retic separation: (i) separation resolution, defined above,
which refers directly to the ability to discriminate the two
most closely placed analyte peaks and (ii) the SNR which
directly describes our ability to discern the signal pro-
duced by the analytes from background noise. Adequate
R and SNR together completely determine the efficacy of
a given separation. We define SNR as the ratio of a sig-
nal peak height relative to a mean noise level to the stan-
dard deviation of background signal, as depicted in
Fig. 2.

SNR = I0/NRMS (5)

This definition of SNR can be interpreted as a probabilistic
statement about the certainty with which a signal peak
can be distinguished from random noise. The success of
an electrophoretic separation can be nearly completely

Figure 2. Schematic representation of the detector out-
put for defining separation resolution and signal-to-noise
ratio. This simulated signal was specified as the sum of
two Gaussian distributions in time in a normally distribu-
ted background white noise. We define the SNR as the
ratio of the peak intensity to a characteristic noise width.
The peak is defined as the signal in excess of the mean
value of local noise. The noise width can be defined as
twice the standard deviation of the noise amplitude.
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described by satisfactory values of SNR and R. In this
paper, we will describe a successful separation using the
following inequalities:

R � Rc (6)

SNR � SNRc

where Rc and SNRc are user-defined critical resolution
and signal-to-noise ratio values that characterize a suc-
cessful separation and detection. For example for a
typical successful separation experiment we will here
assume that R � 2 and SNR � 3. In contrast with the plate
model, this SNR-R model is based on dimensionless
parameters that make system-to-system performance
comparisons of electrophoretic separations unambigu-
ous. Also, as we show later, these parameters can be
easily related to the temporal and spatial development of
analyte bands thereby capturing the continuous electro-
phoretic process more accurately.

1.2.2 Regimes of dispersion of analyte bands

To design separation experiments in a systematic man-
ner, we need definitions of SNR and R in terms of the con-
centration distributions of analyte ions. Three important
regimes for sample dispersion can be identified [12]
based on a Peclet number, Pe, based on a dispersive
velocity scale Ud and the ratio Ld/w. The Peclet number
is defined as the ratio of advective-to-diffusive flux of ana-
lyte ions:

Pe � Udw
D

(7)

where D, Ud and w, are diffusion coefficient, bulk average
velocity scale (for the analyte), and the width of the chan-
nel (or a characteristic length scale), respectively. Note
that if the bulk velocity is due to ideal plug-like (Ud = 0)
electroosmotic flow [12], then the only mechanism for dis-
persion is molecular diffusion. Three regimes are dis-
cussed below.

1.2.2.1 Axial diffusion limit

Pe � 1: In this regime, band broadening is dominated by
molecular diffusion. The sample plug variance due to dis-
persion is simply

�2 = 2Dt (8)

where D is the molecular diffusion coefficient.

1.2.2.2 Taylor-Aris limit

In this regime, both advection and transverse diffusion are
important. This regime has been described by Aris [13] as
a generalization of Taylor dispersion model [14]. In the

Taylor-Aris regime, the dispersion is modeled using an
effective diffusion coefficient. For example, for simple
pressure driven flow in a cylindrical tube effective diffu-
sion coefficient is of the form [12]:

Deff � D 1� w2U2
d

48D2

� �
(9)

where Ud is the area-averaged (i.e., bulk) pressure driven
flow velocity:

Ud � � w
8�

dP
dx

(10)

Similar relations can be derived for noncircular channel
geometries [15]. In this paper, we will apply this Taylor-
Aris model to a CE separation. The general area-averaged
velocity of the analyte, U, can be expressed as

U = Ud � Ueof � Uep = E(�eof � �ep) � Ud = E�eff � Ud (11)

where Ueof and Uep are the (plug-like) electroosmotic and
electrophoretic components of the analyte velocity,
respectively. For such a system, the condition for which
the Taylor-Aris limit is applicable can be expressed as

Pe � Leff

w
(12)

where Leff is the displacement due to Ud in a reference
frame moving at a velocity (Ueof � Uep), so that

Leff � Ud

Ud � Ueph � Ueof
Ld (13)

Various band-broadening mechanisms such as induced
pressure gradients due to zeta potential variations [16,
17] and Joule heating [18] can also be analyzed using the
Taylor-Aris dispersion model presented here. Such analy-
sis would involve calculation of the new effective diffusiv-
ity and the new associated “long time” criteria for Taylor-
Aris-like dispersion. Below, we will use Deff, to denote the
effective diffusivity for arbitrary channel geometry of inter-
est and for arbitrary band broadening mechanism(s) gov-
erning dispersion.

1.2.2.3 Pure advection limit

Pe �� L/w: This regime is characterized by negligible
dispersion of the sample plug due to molecular diffusion.
For electroosmotic flows with negligible velocity gradi-
ents, the initial injection sample variance dominates
the overall variance of analyte bands. Consequently, in
this regime a fine control of the injection plug shape and
size will have the most important effect on separation
resolution.
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1.2.3 Analyte concentration distribution

For the axial diffusion limit and Taylor-Aris limit the spatial
and temporal, cross-section averaged concentration dis-
tribution for the analytes can be described by the Taylor
dispersion equation [12] with appropriately defined effec-
tive diffusion coefficient:

�C
�t

� U
�C
�x

� Deff
�2C
�x2 (14)

This equation describes the temporal and spatial devel-
opment of the analyte band distribution. Analytical solu-
tions for the development of analyte bands can be
derived for realistic injection profiles (e.g., a Gaussian
sample zone produced by a simple cross microchip or a
nearly boxcar-shaped profile produced by a double T
microchip injection).

1.2.3.1 Gaussian injection

An injection plug with an approximately Gaussian axial
intensity profile for the cross-sectional area averaged
intensity C can be expressed as:

C x�0� � � C0

�0
������
2�

� exp � x2

2�2
0

� �
(15)

where �o is the initial injection standard deviation.

For this initial condition, solution of the Taylor dispersion
Eq. (14) is simply

C x� t� � � C0

��
������
2�

� exp � x � Ut� �2

2��2

� �
(16)

where, ��2 � �2
0 � 2Defft.

1.2.3.2 Boxcar injection

A large injection plug produced by a double-T type injec-
tion geometry can be approximated as a boxcar function
described as

C x�0� � � C0 �h � x � h
0 otherwise

�
(17)

For the this boxcar shape the solution of the Taylor disper-
sion equation is:

C x� t� � � C0

2
erf

h � x � Ut

�
���
2

�
� �

� erf
h � x � Ut

�
���
2

�
� �� �

(18)

where �2 = 2Defft.

In the next section we use these simple, well-known rela-
tions to develop analytical models for the time-varying
signal generated by an on-column detector.

2 Methods

2.1 Analytical models

To calculate the signal generated by a detection system, I,
we look at two representative detection modes: CCD
arrays and point-wise detection systems. CCD array
detectors simultaneously provide high resolution tem-
poral as well as spatial information about concentration
distributions in electrophoretic separation experiments.
This is a major advantage over single point detectors
where only temporal information can be acquired. CCD
arrays are especially useful when used as a full-field
detection system because detailed information about the
dynamics of the process can be recorded. Single point
detectors are commonly used to measure the concentra-
tion profiles as a function of time at a single location, and
are typically simpler to set up and cheaper than CCD
arrays. Single point detectors include laser-induced fluo-
rescence (LIF) detectors, ultraviolet radiation absorption
detectors, and conductivity detector [18].

2.1.1 CCD array detectors

In most applications, CCD arrays provide two-dimen-
sional line-of-sight integrated information about the con-
centration distribution. The detection process can be
described as

I x� y� t� � � D0

	
C x� y� z� t� �dz (19)

Here, I is the two-dimensional intensity as recorded by the
camera, Do is a detector response parameter which con-
verts the sample concentration to intensity values. To
derive an analytical one-dimensional model for detector
output we consider a channel width averaged intensity
distribution

�I x� t� � �
	

I x� y� t� �dy �

� D0

w

		
C x� y� z� t� �dydz � DcC	 x� t� � (20)

where C	(x, t) signifies an average both over the depth of
the channel and over the channel width. A general analyt-
ical expression for C	(x, t) is difficult. However, if the con-
centration variation over the depth of the channel is not
significant, then we can approximate the three dimen-
sional concentration distribution as a two-dimensional
distribution or

C(x, y, z, t) � C(x, y, t) (21)

This assumption is good for shallow channels where diffu-
sion quickly homogenizes the concentration field in the z-
direction. Under this assumption, the results of the Taylor
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dispersion equation can be used directly to describe
the cross-sectional area averaged intensity profiles. For
example, for Gaussian sample injection

ICCD x� t� � � I0
��
������
2�

� exp � x � Ut� �2

2��2

� �
(22)

where, ��2 � �2
0 � 2Defft and Io = DoCo.

2.1.2 Single point detectors

The detection process in capillary zone electrophoresis
with a point-wise detector can be modeled as convolution
of the concentration distribution with the detector
response function. We model the single point detectors
in two ways, as a Gaussian response function and a Box-
car response function.

2.1.2.1 Gaussian aperture model

The detector response, D(x), for a point-detection system
with a Gaussian spatial distribution can be represented as

D x� � � D0������
2�

�
�D

exp � x � Ld� �2

2�2
D

� �
(23)

where Ld is the length to the detector, �2
D is the variance

associated with the detection system and Do is the char-
acteristic response of the detector. This type of detector
response would be expected from a LIF detector, which
applies a laser beam with a diameter that scales as �d and
a photomultiplier tube (PMT) and lens system which cap-
tures intensities throughout this laser-illuminated region.
The signal generated is

I t� � �
	

�


D x� �C Ut � x� t� �dx (24)

Evaluation of Eq. (24) using Eq. (16) to describe a Gaus-
sian injection profile and Eq. (23) to describe the detector
response, results in

I t� � � I0
��
������
2�

� exp � Ld � Ut� �2

2��2

� �
(25)

where Io = DoCo

��2 � �2
0 � �2

D � 2Defft

Note how the signal peak widths depend on initial sample
plug length, detector width, and the elution time t.

Gaussian aperture detection of a boxcar injection: Eva-
luation of Eq. (24) using Eq. (18) to describe a simple box-
car injection profile and Eq. (23) to describe the detector
response, results in

I t� � � I0
2

erf
h � Ld � Ut���

2
�

��

� �
� erf

h � Ld � Ut���
2

�
��

� �� �
(26)

where Io = DoCo

��2 � �2
D � 2Defft

We see that the concentration profile depends on the
initial sample plug length, detector width, length-to-
detector and the elution time t.

2.1.2.2 Boxcar aperture model

Next, we consider a simple boxcar aperture model for the
detector which can be represented as

D x� � � D0� x � Ld � ��Ld � �� 
0� otherwise

� 

(27)

This type of detector response would be consistent with,
for example, an LIF set up where a laser beam with dia-
meter significantly larger than Do is imaged with an aper-
tured field of view with an axial length equal to �. Other
applications of this formulation can be found in UV
absorption detectors and potentiometric detectors. Con-
volving the concentration field with the detector response
function gives

I t� � �
	Ld��

Ld��

D0C Ut � x� t� �dx (28)

For both Gaussian and boxcar injections, this integral can
be calculated analytically to derive I(t), the results are pre-
sented in Appendix A.

2.1.3 Nondimensionalization

To isolate important system parameters, we can nondi-
mensionalize the detector outputs derived in the previous
sections. Without any loss of generality we nondimensio-
nalize Eq. (26) using detector standard deviation, �d as
the characteristic length scale, Ld/U as the time scale,
and Io as the signal intensity scale

I	 t	� � � 1
2�erf � h	 � L	

d � L	
dt	����������������������������������������������

2 1 � 2 Pe�D� ��1L	
dt	

� � � �
� erf � h	 � L	

d � L	
dt	����������������������������������������������

2 1 � 2 Pe�D� ��1L	
dt	

� � �� (29)

Primed quantities are dimensionless. Three important
dimensionless parameters governing the detector output
are: L	

d, the ratio of the length to the detector and the
detector width, h	, the ratio of the initial sample plug
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length and the detector width, and Pe�D = �DU/Deff, the
ratio of time to diffuse through the width of the detector
to the time to advect across the detector.

2.2 Application of the model

In this section, we use the models developed above to
express SNR and R in terms of system parameters and
to develop guidelines for the design of separation experi-
ments. An important parameter of interest is the time var-
iance of the temporal signal intensity for a single analyte
which can be expressed as

�2 �
�

t � �� �2I t� �dt�
I t� �dt

(30)

The analytical evaluation of this integral is tedious be-
cause I(t) is a complex function of time. However, a sim-
plifying assumption of “frozen analyte band” can be made
when the analyte bands do not diffuse (or separate from
each other) significantly as they passes through the
detector. This assumption is valid for two different
regimes. First, the sample does not diffuse significantly
when either the analyte dispersion falls in the purely
advective regime in a plug like flow so that

Pe�D �� L	
d (31)

Second, when Pe�D � L	
d and there is significant disper-

sion in the separation, but the band broadening is negligi-
ble during the time of travel across the detector window
as compared to the overall sample variance due to dis-
persion, or

2Deff
�D

U

� �
�� 2Deff

Ld
U

� �
(32)

or L	
d �� 1

For typical system parameters in on-chip electrophoretic
separations, the latter condition is valid. For example, for
Ld = 0.1 m, �D = 10 �m, U = 0.001 m/s, D = 1e�10 m2/s,
h = 50 �m; Pe�D = 100, L	

d = 10 000.

Figure 3 presents results from the analytical model devel-
oped here. Curve a shows a diffused boxcar analyte band
profile for a high Peclet number case. Curve b shows the
effect of increased dispersion (low Peclet number limit),
here diffusion of the initially uniform distribution results in
a symmetric analyte band, which is approximately Gaus-
sian with a lower peak height and larger variance. Curve c
shows the case where the “frozen” assumption is violated
and an asymmetric tailing intensity profile is observed.
This asymmetry results from the fact that conditions
described by Eqs. (31) and (32) are not met and the ana-
lyte band disperses significantly as it passes through the
detection region. The development of the band during

Figure 3. Predicted signal for an analyte band detected
with a point-wise detector with a Gaussian response as
calculated using Eq. (29). All three curves are calculated
for L	

d = 10. Curve a represents a high Peclet number, high
sample injection length profile showing a plateau in con-
centration profile. Curve b is a high Peclet number case
with a low injection length, which leads to a transition
from a plateau profile to a Gaussian profile with a lower
peak intensity. Curve c is an example of an analyte band
detection where the violation of frozen sample plug
assumption leads to excessive dispersion and a tailing
profile.

detection results in a slow roll-off of the temporal intensity
profile as the peak leaves the detection zone. Note that,
for this nonfrozen flow condition, the peak is not centered
at td = Ld/U. This again is a result of the excessive disper-
sion of the band as it passes through the detector.

When the frozen plug assumption is not valid, the
denominator in Eq. (26) varies strongly with time and eva-
luation of the variance integral is tedious. However, as
described earlier, for most cases of interest the frozen
plug assumption is valid and we can assume that

��2 � �2
D � 2Defftd (33)

This approximation states that, under the frozen sample
plug assumption, the sample plug variance can be
assumed to be a constant in time during the detection
period and equal to the variance at t = td. Making this fro-
zen-flow assumption, the net variance of the sample plug
can be easily calculated by realizing that the integral in
Eqs. (24) and (28) are simple convolutions so that the var-
iances can be simply related as

�2 (f ⊗ D(x)) = �2 (f) � �2 (D(x)) (34)

where f(x) is equal to C(x, td), and the operator ⊗ indicates
a convolution of the form given by Eqs. (24) and (28).
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Hence, we can express the variance of the plug during the
time of detection for the frozen flow case as,

�2
net �

h2

3
� 2Defftd � �2

D � �2
Injection�

��2
Dispersion � �2

Detector (35)

We see that this is the familiar “sum squares” result often
applied in the analysis of electropherograms wherein the
resulting variance is the sum of the variances due to the
individual peak broadening mechanisms.

Having calculated the expression for net variance separa-
tion, R and SNR can be related to dispersion processes
as follows

R � �L	
d

1 � �� �
��������������������������������������������������������
1 � h	3�3

� �� 2 Pe�D� ��1L	
d

� (36)

where � is a parameter based on the ratio of difference in
electrophoretic mobility to an effective mobility scale, � =
(��)/�eff and � = Ud/E�eff. Note that � is a parameter deter-
mined solely by the chemistry of the species to be sepa-
rated (i.e., not typically a control parameter) while � is a
non-dimensional description of the dispersive velocity
component which, of course, should always be mini-
mized.

SNR is in general a detector-dependent function that var-
ies with sample concentration, channel geometry, lens
collection efficiency, illumination conditions, photo-(or
electro)chemical detection phenomena, and noise sour-
ces (e.g., background fluorescence sources and pream-
plifier noise in a photodetector). For separation experi-
ments, a simple way to define SNR is the ratio of the ana-
lyte peak intensity to the mean noise associated with the
detection system

SNR � I0
N

erf � h	�������������������������������������������
2 1 � 2 Pe�D� ��1L	

d

� � � (37)

where N represents the noise associated with the detec-
tor. In the next section we use these definitions to develop
the design methodology for electrophoretic separations.
The value of Io/N can be measured experimentally for
each microchannel and detection system configuration
of interest. After an initial estimation of this value and the
initial sample plug mean and variance, the model devel-
oped here can be used predict a wide range of trends
associated with the parameters SNR and R.

2.3 Design of electrophoretic separations

In a typical separation experiment there are a number of
parameters affecting the system performance. These can
be broadly categorized as parameters determined by the

chemistry such as mobility of ions, diffusion coefficients,
sample concentration and channel mobility; and detector
controlled parameters such as width of the detector, sen-
sitivity and noise level; and free parameters such as width
of the sample plug, length to the detector and electric
field intensity. In general the designer has little control
over the first set of these and the second is typically lim-
ited by the equipment available. However, the designer
can easily manipulate the three independent parameters:
Ld, h, E, to optimize the performance of simple
electrophoretic separations. In the definition of R and
SNR the three tunable parameters appear in dimension-
less parameters as L	

d, h	 and Pe�D, respectively.

A fourth parameter in the problem is the dispersive term,
�, in Eq. (36). In general, � is difficult to predict from sys-
tem to system and, to simplify the analyses presented
below, we will assume that the value of � is negligible.
More generalized approaches to the optimization of cap-
illary electrophoretic separations should treat � as a
design parameter since, for example, as described in
Eq. (10), the magnitude of Ud for pressure driven flow in
a capillary is a function of the characteristic scale of
the channel width. As discussed later, dispersion effects
other than molecular diffusion were negligible in our
electrophoresis experiments.

Figure 4 demonstrates the dependence of SNR and R on
dimensionless initial sample plug length, h	. Increasing
sample plug length increases the SNR but reduces the
resolution. Larger plug lengths lead to a delay in the tran-
sition from a Boxcar to a Gaussian profile of decreasing
peak value and hence the signal is higher even at larger
times. As expected, large sample injection widths reduce
resolution and this is especially critical when the overall

Figure 4. Effect of dimensionless sample injection width
on SNR and R as calculated using Eqs. (36) and (37)
respectively. A tradeoff exists between SNR and R as the
nondimensional sample injection length is increased from
0 to 10. Values of, Pe�D = 100, L	

d = 100, � = 0 and � = 0.2
were used for both curves. The system-dependent value
of Io/N is used to normalize SNR.
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Figure 5. Effect of dimensionless length to the detector
on SNR and R. Again, a tradeoff exists between SNR and
R as the nondimensional detector length is increased. For
both curves: h	 = 2, Pe�D = 100, � = 0 and � = 0.2.

Figure 6. Effect of Peclet number on SNR and R.
Increase in Peclet number improves both SNR and R.
For both curves h	 = 2, L	

d = 100, � = 0 and � = 0.2.

sample variance is governed by the initial injection width.
There is thus a quantifiable tradeoff between SNR and R
with respect to initial sample plug lengths. Figure 5 again
shows a similar quantifiable tradeoff between the dimen-
sionless form of separation length L	

d. An increase in
length to the detector increases the resolution by provid-
ing longer times for the two ions to separate, but
decreases the SNR because the sample plug variance
increases with length to the detector. Since signal peaks
drop off as the square root of time but separation between
bands scales directly with time, longer lengths are always
favorable up to the point where SNR limits detection. Fig-
ure 6 shows that increase in Pe�D , improves both the
resolution and SNR. As shown in the plot, SNR and R
asymptotically approach following values at large Pe�D

R�Pe�D�
� �L	
d������������������������

1 � h	2�3
� �� (for � = 0) (38)

SNR�Pe�D�
� I0
N

erf
h	���
2

�
� �

(for � = 0)

These limits are both associated with the pure advection
regime and can be seen as the upper bounds on the
maximum realizable resolution and SNR for fixed h	, L	

d.
In terms of free variables this indicates that the electric
field intensity should be as high as admissible by other
system parameters. Increasing the field increases the
Joule heating in the channel. Excessive Joule heating
generates an approximately parabolic velocity profile for
the analyte ions (in the case of circular capillaries), which
causes dispersion of the sample plug [19]. Grushka et al.
[20] have derived an expression for the effective diffusion
coefficient for Joule heating induced curvature of analyte
profiles in cylindrical capillaries using a Taylor-Aris
approach. From their model the following scaling for
effective diffusivity with respect to electric field strength
is obtained

Deff � D � 	E6

D
(39)

Where 
 is a system-specific constant [20] associated
with the viscosity of the fluid, the electrophoretic mobility
of ions, buffer concentration, equivalent conductance,
radius of capillary, thermal conductivity and temperature
at the inner wall. From this type of relation it can be
inferred that at low fields dispersion is governed by
molecular diffusion and thus increasing electric field
improves both R and SNR. However, at high enough
fields, Joule heating induced dispersion dominates and
limits the resolution and maximum peak intensities
achievable, and thus there is an optimum electric field for
separations. The separations should therefore be carried
out at or below the optimum field, which in turn can be
estimated from models such as Eq. (39) or measured
experimentally.

The design methodology, which follows from these argu-
ments, is simple. We can describe the design process as
specifying the two parameters, h	 and L	

d, while achieving
the highest value of Pe�D , limited by Joule heating. h	 and
L	

d must be chosen to satisfy the desired SNR and R
requirement for a satisfactory separation. This is easily
calculated because Eqs. (36) and (37) for R and SNR,
respectively, can be solved simultaneously for the two
unknown parameters h	 and L	

d for a fixed Pe�D . Figure 7
shows a representative plot for estimating critical sample
plug length and length to the detector, assuming that
the chosen value of Pe�D does not cause additional,
unaccounted for dispersion (e.g., due to Joule heating).
Note that, if the successful separation is defined in terms
of inequalities as stated in Eq. (6), then a feasible region
can be defined in the parameter space. The region of
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Figure 7. Graphical solution of Eqs. (36) and (37) describ-
ing R and SNR respectively, to obtain the feasible region
in the dimensionless sample injection length and detector
location parameter space for SNRc = 5 and Rc = 4. This
example was calculated using Io/N = 6, � = 0.2, � = 0 and
Pe�D = 1.

solutions satisfying the inequalities for R and SNR is
shaded in Fig. 7. All choices of h	 and L	

d in this region
will lead to successful separations.

2.4 Minimization of sample injection for the high
Pe regime

As described earlier in the pure advection regime the SNR
and R are independent of diffusive dispersion processes
but are a strong functionof the initial sample plug geometry
and variance. Therefore, optimization of the initial injected
sample plug to reduce the sample plug will enhance the
separation resolution. Pure advection regimes are typically
valid for high electric field separations of large molecular
weight molecules (very low diffusion coefficients mole-
cules such as DNA in separation gels). Ermakov et al. [5]
have optimized the traditional two-step sample injection
process. In the present study we optimize a three-step
electrokinetic injection, first proposed by Deshpande et
al. [21], for the pure advection limit. In the three-step injec-
tion scheme the first step is a flow of sample from sample
well to the sample waste well with “pinching” from buffer
wells, Fig. 8. The second step is a short flow reversal from
the sample waste to the sample well and lastly sample dis-
pensing by a flow from the buffer well to the buffer waste
well with a “pull back”(minor secondary flow) into the sam-
ple and sample waste wells. The main advantage of the
three-step process is that sample injection plugs with mini-
mal advective dispersion can be generated.

Figure 8. Schematic of the microchip used for perform-
ing optimization studies for low variance sample plug
injections applicable to the high Peclet number limit of
separation. Channel lengths in the simulation are set
equal to unity.

2.4.1 Numerical model

In our simulation approach we assume a mathematical
similarity between electroosmotic streamlines and elec-
tric field lines. The conditions for this similarity to hold
have been discussed in detail by Santiago [22] and Cum-
mings et al. [23]. We here applied a numerical solver
developed by one of us (Mohammadi [24]), which exploits
this similarity. The flow state solver for this model simu-
lates a two-dimensional flow field. The solver neglects dif-
fusion fluxes in the species conservation equation for the
sample ions, which is consistent with the pure advection
regime. In the optimization scheme the cost function to be
minimized is the curvature of the injected sample plug. To
minimize the injection plug variance, the electric field dis-
tribution for the first two steps was fixed arbitrarily. For the
third step the ratio Vn/Vw was varied with Ve/Vw fixed to
minimize the sample plug dispersion. The optimized plug
curvature was then found to be a weak function of the
arbitrarily determined first two steps of the simulation.
Details of the algorithm and optimization scheme are
described in [25]. For simplicity, we considered the case
where voltage switching occurred in a time scale smaller
than the advective and diffusive time scales of the prob-
lem (i.e., in the simulation, voltages are switched on and
off instantaneously). The electric field ratios for optimized
sample plug injection are summarized in Table 1. In
Fig. 9-(i), predicted analyte concentration fields for the
three steps of the optimized injection process are shown.

2.5 Experimental setup

An inverted epifluorescence microscope (Olympus IX70)
equipped with a 10� objective (Olympus, NA = 0.4) was
used for imaging the concentration fields of a fluorescent
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Table 1. Electric field scheme for optimized sample
injection

Injection
steps

Durationa)

(s)
En/Es Ee/Es Ew/Es

Pinching step 20 0.42 0.29 0.29
Flow reversal step 0.2 2.32 0.66 0.66
Dispensing step 5 1.00 0.43 2.43

a) For the experiments

Figure 9. (i) Optimization results for sample injection. The
false-color scale is proportional to intensity where blue is
pure sample and red is background buffer. The three-step
injection process as predicted using the optimized volt-
age scheme is shown. The voltage scheme is summar-
ized in Table 2. In step a, sample is electrokinetically dri-
ven from sample well into the cross region with “pinching”
from side channels. In step b, for a short time (such that
the displacement is approximately equal to the width of
the channel) the flow is reversed from the sample waste
to the sample well. The narrow sample band is clear from
the simulations. In step c, buffer is driven from left to right
with “pull back” into the sample well and sample waste
wells resulting in the injection of a narrow sample plug. In
the simulation no diffusive fluxes are present, however,
numerical diffusion imparts some dispersion. (ii) Experi-
mental validation of optimized voltage scheme for inject-
ing of low variance sample plugs with minimal curvature.
Normalized CCD epifluorescent images for an optimized
sample injection for a high molecular weight, low diffusiv-
ity fluorescein-dextran dye is shown. The channel bound-
aries have been added for clarity. The duration of the var-
ious steps are listed in Table 1.

dye mixture. Illumination from a mercury lamp was spec-
trally filtered at the peak fluorescein absorption and emis-
sion wavelengths of 485 nm and 535 nm, respectively.
Images were captured using an intensified CCD camera
(I-PentaMAX, Gen III, Princeton Instruments) with a 512
� 512 CCD pixel array and 12-bit digitization. The expo-

sure time was 2 ms and the frame rate was 15 frames per
second. A low fluorescence Borofloat glass microchip
(Micralyne, Alberta, Canada) with a single channel inter-
section (i.e., a cross-type injection scheme) was used for
all experiments. The microchannel width is 50 �m and
their centerline depth is 20 �m. The channels have the
characteristic shape of an isotropic wet etch. The length
of the vertical channel is 8 mm and the length of the hor-
izontal channel is 85 mm. A high voltage power supply
(Micralyne, Alberta, Canada, 6 kV maximum) was used
to control platinum electrode potentials mated to the four
chip reservoirs. In the separation experiments, we used a
10 mM borate buffer prepared by dissolving borax in deio-
nized water. The sample was a mixture of 80 �M sodium
fluorescein dye (sodium salt of fluorescein, Baker) and
155 �M Bodipy dye (Molecular Probes, Eugene, OR,
USA) in 10 mM borate buffer. In experimental validations
of the optimal injection voltage scheme, we used a 47 �M

solution of low diffusivity fluorescein-dextran conjugate
(approximate molecular mass 70 kDa) dissolved in 10 mM

borate buffer was used.

2.5.1 Image analysis

CCD images were corrected by applying the following
matrix operation to each image:

Icorr � Iraw � Ibackground

Iflatfield � Ibackground
(40)

In this approach for quantitative imaging, a background
image is subtracted from the raw image and this differ-
ence is normalized by the difference between a flatfield
and the background image. The flatfield image was
obtained by imaging of the microchannels filled with a
homogeneous concentration of dye. To compare the two
dimensional image data with the one-dimensional model,
the intensity data for the pixel regions of the microchannel
images were averaged along the vertical direction (i.e.,
the width of the microchannel) to get one-dimensional
axial intensity profiles. This operation results in an
increase in SNR of the detected axial distribution signal.

3 Results and discussion

3.1 Calibration of electrokinetic injections

To provide a meaningful comparison to our model, we
used the one-dimensional intensity profiles described
above to determine the SNR and R of the experiments.
In these experiments, the shape and intensity of the
injected sample plugs is difficult to predict analytically be-
cause of electrophoretic biasing of the injected species
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[26], and advective and diffusive dispersion resulting from
the injection process. Note that electrophoretic biasing is
a function of the voltage schemes applied and the mobi-
lity of the dyes, and in general difficult for chip designers
to predict. Therefore, in order to validate our model, we
chose an approach where we empirically determine the
peak intensity and variance of individually injected sam-
ple species in a set of preliminary calibration experiments.
This calibration step also provided estimates of the mobil-
ties and diffusivities of the fluorescein and bodipy dyes.
The injection scheme used was a more traditional two-
step process of sample pinching and sample dispensing
[5]. These initial calibrations which injected first only fluor-
escein and then only bodipy provided data which is ana-
logous to the type of information which a separation sys-
tem designer would need in order to accurately predict
optimal separation conditions.

The initial sample plug calibrations discussed above
resulted in one-dimensional concentration profiles, which
were very closely Gaussian. Figure 10 shows typical ver-
tical averaged axial intensity data from the calibration
experiments with fitted Gaussians curves. The excellent
fit between the experimental profiles and the characteris-
tic Gaussian peak development suggest that the diffusive
dispersion model incorporated in to the model above is
valid. The maximum injected sample peak is around only
40% of the intensity corresponding to the concentration
in the sample well. This is indicative of the effects of diffu-
sion during the pull back step and due to the dispersion of
sample plug associated with the curved equipotential
lines in the region of the channel intersection.

Figure 10. Calibration of fluorescein electrokinetic injec-
tion at field strength of 200 V/cm. The two-dimensional
intensity distributions from the CCD images are vertically
averaged along the channel width to generate a one-
dimensional data. Gaussian curves are fit to the experi-
mental data to measure diffusion coefficients, mobilities
and initial injection parameters. Time between each plot
is 67 ms.

The diffusivity of the sample analytes is a strong function
of temperature and, therefore, applied electric field for
any given separation. We therefore measured diffusivity
for each analyte within our microchannel system for each
of the electric field intensities of interest. These data are
shown in Table 2. These values were obtained by fitting all
of the temporally developing data (i.e., the profile at all
times) using a single diffusivity value, and this process
was repeated for each field intensity The measured fluor-
escein diffusivity at the lowest field (which should be very
near room temperature) compares well with published
values of 4.4�10�10 m2/s [27] and 6.4�10�10 m2/s [28].
This suggests that our system has negligible value of
dispersive velocity Ud.

Table 2. Measured diffusion coefficient as a function of
electric field intensity

E (V/cm) Diffusion coefficient (�1010 m2/s)

Fluorescein Bodipy

50 5.1 6.2
100 5.2 6.3
200 5.4 6.6

The effective mobilities (i.e., the arithmetic sum of the
sample electrophoretic mobility and the electroosmotic
mobility of the channel) were measured to be 2.4�10�4

cm2/Vs and 3.4�10�4 cm2/Vs for fluorescein and Bodipy,
respectively. Gaussian fits of the data immediately after
the completion of the injection, provided a characteriza-
tion of the initial injected sample plug in terms of peak
intensity, location, and spatial variance for three separa-
tion electric fields: 50, 100 and 200 V/cm.

3.2 Validation of SNR and R model

In the separation experiments, the sample concentra-
tions were chosen to provide an SNR high enough to
yield accurate measures of peak height and resolution.
Figure 11-(i) shows a typical experimental data for the
separation experiment of fluorescein and Bodipy. Twenty
curves of this data are plotted to show the extent of data
made possible by full-field detection with a CCD camera.
This type of data yields a more comprehensive valida-
tion of electromigration/convective/diffusion models of
separations as compared to data from single point detec-
tions. The individual peak intensities and the resolution
were extracted from the experimental profiles by simply
fitting the data with the sum of two Gaussians.
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Figure 11. (i) Full-field detection of axial intensity profiles
for the electrophoretic separation of fluorescein and Bod-
ipy using a CCD array. Using this mode of detection both
spatial and temporal distribution can be measured with
high resolution. The applied field is E = 100 V/cm. Time
between individual plots is 67 ms. An initial unimodal
sample plug develops into a bimodal profile of lower
intensity as the analytes separate and diffuse. (ii) Model
predictions for separation of fluorescein and bodipy
based on the CCD detector output model Eq. (22). The
parameters required for the model are diffusion coeffi-
cient, mobilities and initial sample plug characteristics.
These parameters were predicted using independent
measurements of individual dye experiments.

Our model for the separation of two dyes is based on
summation of individual dye intensities of the form given
by Eq. (22). The calibration measurements of the initial
peak intensity, location, and spatial variance performed
on the individually injected dye samples were used to pre-
dict the initial condition of the separation model. The
model was then used to predict the development of the
axial concentration fields throughout the separation. To

compare the model with mixed dye experiment, following
scaling with respect to flatfield images was used for the
individual dye initial peak intensity data measured in cali-
bration step

Icorr�Fl � Iraw� Fl � Ibackground� Fl

Iflatfield� Mix � Ibackground� Mix

� �
(41)

Here Iflatfield, Mix refers to the measured flatfield image
obtained by filling the channel with the two-dye solution,
subscript Fl refers to visualizations performed on fluores-
cein alone. Similar scaling was used for Bodipy injection
calibration data. In this way, the model curves we can
generate are purely predictive and based on: (i) two sin-
gle-species, empirically-determined initial conditions
which predict the initial condition expected in the separa-
tion experiment, and (ii) the advective diffusion model
described earlier. The model predictions for the temporal
and spatial concentration distribution are shown in
Fig. 11-(i) and suggest a good agreement with the experi-
mental data.

Figure 12 shows the comparison between experimentally
determined peak intensities of each dye and model pre-
dictions. We present both model predictions based solely
on calibration experiments as well as nonlinear least
squares fits to the experimental data of the form given
by the following relation for peak intensity, derived from
Eq. (22):

ICCD t� � � I0���������������������������������
2� �2

0 � 2Defft
� �� (42)

The fitting parameters in the least-squares calculations
are Io and the initial sample plug variance �o. The experi-
mental data for individual peak heights is plotted only for
those times for which the resolution is high enough to
accurately discern the two sample peaks. The trends of
the data are very accurately captured by the model and
the absolute values of intensities compare fairly well. The
discrepancies between the absolute values of the model
and predicted intensities are probably due to photo-
bleaching of dyes, temperature dependence of fluores-
cence, electrophoretic bias of the electrokinetic injections
and due to slight differences in illumination (e.g., because
of drift of the mercury bulb intensity). Figure 13 compares
the model predictions and experimentally measured reso-
lution between the two dyes. Again, the model compares
well with the data. Together, Figs. 11, 12, and 13 show
that predictions made from independent observations of
species in a well-characterized system, can be used to
accurately predict the dynamics of a separation and can
be used to design for an optimal injection length for a
given length to detector and detector width.
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Figure 12. Comparison of model prediction of peak
heights for each dye and experimental data. Experimental
peak heights are plotted for each analyte at downstream
locations of the analyte bands where the resolution, R, is
approximately greater than 2. Also shown are simple fits
to the experimental data based on Eq. (22) using Io and �o

as fitting parameters. The predictions are calculated
based on electrophoretic mobility and diffusivity values
determined from independent experiments in the same
experimental setup. Plots (a), (b), (c) are for separation
fields of 50, 100 and 200 V/cm respectively.

Figure 13. Comparison of predicted and experimentally
observed separation resolution. Symbols correspond to
experimental data. As shown by Eq. (36), electric field
(through parameter Pe�D ) has a strong effect on the time
rate of change of resolution.

3.3 Validation of minimal variance injection
scheme

Next, we performed a set of experiments to validate the
minimal injection dispersion scheme discussed earlier.
Again, this scheme is applicable to high Peclet limit
separations with adequate SNR where controlling the
shape of the injection sample plug is critical. Figure 9-(ii)
shows instantaneous images of the injection process. The
images can be compared with those predicted by the
simulation which are shown in Fig. 9-(i). Experimental
concentration profiles compare fairly well with the simula-
tion profiles. There are slight discrepancies in the shape
and concentration of the profiles. Two reasons for this
are the effects of finite voltage switching times and finite
diffusivity in the experiment despite the use of a low diffu-
sivity dye. The effects of voltage transients are especially
important throughout the second step in the injection pro-
tocol because the flow reversal is performed for a very
short time (approximately 0.2 s). The dispersion asso-
ciated with the narrow sample injection leads to an 80%
decrease in the injected sample intensity as compared to
the concentration in the sample well. We therefore again
see that such a minimal variance injection scheme will be
useful only for cases that are not SNR limited. The
injected sample width, defined as the standard deviation
of the plug, was approximately 10 �m or around one fifths
of the channel width.

Lastly, it is interesting to note the scaling of R with respect
to injection lengths for the injection-variance-limited case

R�h	 limited �
�L	

d

���
3

�

1 � �� �h	 (43)
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This relation shows that resolution scales approximately
as 1/h	 (e.g., if the injection width is halved, the resolution
is doubled). This suggests that microchip area can be
reduced by a factor of two by using optimized injections
for a given desired resolution.

4 Concluding remarks

The validity of an electrophoretic separation can be char-
acterized in terms of two parameters: separation resolu-
tion, which refers to the ability to discriminate the two
most closely spaced peaks; and the signal-to-noise ratio,
which refers to the certainty with which the signal can be
differentiated from background noise. We have devel-
oped a model for detector output from CCD arrays and
point-wise detectors (modeled as either a Gaussian aper-
ture or Boxcar aperture) using Taylor dispersion Eq. for
the ion concentration in the channel. Using this model,
SNR and R can be related to the concentration distribu-
tion in electrophoretic separations. Nondimensionaliza-
tion yields three important parameters h	, L	

d, and Pe�D .
Several tradeoffs exist with respect to the first two para-
meters but both SNR and R increase with Peclet number.
Using these expressions for SNR and R, optimum values
for injection lengths and length-to-detector can be calcu-
lated which allows the experimentalist to choose be-
tween, for example, simple cross and staggered-T CE
microchips. If a gated, cross-microchannel injection
approach is used, the experimentalist can choose among
a wide range of injection lengths to custom tailor the
separation. For the high Pe limit case where SNR is not a
concern, we have used simulation and optimization tools
to design minimal variance injections for simple cross-
chip systems. The standard deviation of the optimized
sample plug was measured to be less than 10 �m (one-
fifth of the channel width). Given well-designed, sensitive
detectors, such narrow sample bands offer a way of redu-
cing analysis time, microchip length scales, and on-chip
voltage levels.

Optimized on-chip electrophoretic separations are
essential to realizing the potential of miniaturized separa-
tion systems in terms of high throughput and automation.
To this end, a set of unambiguous performance measures
and figures of merit are essential. Ideally, such quantita-
tive descriptions of system performance can be com-
bined with state-of-the-art methods of sample precon-
centration (e.g., sample stacking to increase SNR), reduc-
tion of sample dispersion in a variety of electrokinetic flow
geometries [7], and improvements in detection modalities
to evolve the design and efficacy of electrokinetic micro-
chips.
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Appendix A

Here we summarize the expected detector output signals
for the boxcar apertured point-wise detector described in
Section 2.1.2.2.

(i) Boxcar aperture detection of a Gaussian injection

The resulting signal from an initially Gaussian sample plug
detected by a boxcar aperture can be determined by
evaluating the integral in Eq. (28) to derive

I t� � � I0
2

erf
�� Ld � Ut���

2
�

�	

� �
� erf

�� Ld � Ut���
2

�
�	

� �� �
(A-1)

where,

Io = DoCo

��2 � �2
0 � 2Defft

Note the dependence of the signal on the various lengths
scales described in Fig. 1.

(ii) Boxcar aperture detection of a boxcar injection

Similarly, the convolution of the analyte bands resulting
from a boxcar-type injection of sample with a boxcar
aperture detector is

I t� � � D0C0������
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